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#### Abstract

In order to make accurate inferences about the solar interior using helioseismology, it is essential to understand all the relevant physical effects on the observations. One effect to understand is the (complex-valued) ratio of the horizontal to vertical displacement of the p-and f-modes at the height at which they are observed. Unfortunately, it is impossible to measure this ratio directly from a single vantage point, and it has been difficult to disentangle observationally from other effects. In this paper we attempt to measure the ratio directly using 7.5 hours of simultaneous observations from the Polarimetric and Helioseismic Imager on board Solar Orbiter and the Helioseismic and Magnetic Imager on board the Solar Dynamics Observatory. While image geometry problems make it difficult to determine the exact ratio, it appears to agree well with that expected from adiabatic oscillations in a standard solar model. On the other hand it does not agree with a commonly used approximation, indicating that this approximation should not be used in helioseismic analyses. In addition, the ratio appears to be real-valued.
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## 1. Introduction

As the duration of helioseismic observations has increased, systematic errors have become a major concern. In global helioseismology this has been studied in great detail by, for example, Korzennik et al. (2004) and Larson \& Schou (2015), and in local helioseismology by Zhao et al. (2012) and Liang et al. (2018). Larson \& Schou (2015) showed that one of the main effects that needs to be taken into account is that the displacement caused by the oscillations is not purely vertical.

Given the importance of knowing the horizontal to vertical ratio, several attempts have been made to estimate it, including those by Schou \& Bogart (1998), Korzennik (1998), Schmidt et al. (1999), Rhodes et al. (2001), and Korzennik et al. (2004). Unfortunately, none of these investigations used direct measurements of the different velocity components as they are difficult to obtain from a single vantage point, where a Doppler measurement will only give one of the three components. In principle, the transverse components could be obtained from correlation tracking, but this is technically difficult and would involve combining velocities from different methods, which will in turn likely have different effective observing heights. Instead, the estimates were made using indirect methods. Schou \& Bogart (1998) used a ring diagram analysis and analyzed the azimuthal dependence of the power, while others compared the magnitude of leaks in a global mode analysis with those from theoretical models. Unfortunately, these indirect methods all depend on as-

[^0]sumptions about physical and instrumental effects such as the height dependence of the observations and the instrumental point spread function, leaving significant uncertainties. Having said that, none of these measurements clearly indicated substantial deviations from the theoretical expectations (see the next section).

Solar Orbiter (SO; Müller et al. 2020) was launched in 2020, with the Polarimetric and Helioseismic Imager (SO/PHI) instrument (Solanki et al. 2020) on board. A key feature of SO is that it spends most of the time away from the Sun-Earth line. In addition, SO/PHI and the Helioseismic and Magnetic Imager (HMI) instrument (Schou et al. 2012) on board the Solar Dynamics Observatory (SDO; Pesnell et al. 2012) observe the same spectral line. It is thus now possible to obtain measurements of the oscillations from two different vantage points, observed in a consistent manner, which is exploited here to estimate the horizontal to vertical displacement ratio.

In Sect. 2 we discuss the theory, in Sect. 3 the data used, in Sect. 4 the analysis method, and in Sect. 5 some results. Finally we discuss the results in Sect. 6 and present our conclusions in Sect. 7

## 2. Theory

Solar oscillations cause both vertical and horizontal motions near the solar surface. The vertical motion of an undamped monochromatic wave with unit vertical amplitude is given by
$V_{r}=\cos \left(k x-\omega t+\phi_{0}\right)$
and the horizontal motion in the direction of propagation by
$V_{h}=-c_{t} \sin \left(k x-\omega t+\phi_{0}-\phi_{h}\right)$,
where a plane parallel geometry is assumed. Here $c_{t}$ is the ratio of the horizontal to vertical motion, $k$ the wave number, $x$ the horizontal distance in the direction of propagation, $\omega$ the angular frequency, $t$ the time, $\phi_{0}$ the initial phase of the mode, and $\phi_{h}$ the phase offset. We note that the sign convention was chosen so as to make $c_{t}$ positive for a surface gravity wave. In the horizontal direction perpendicular to the direction of propagation, there is no transverse motion for the nonmagnetic waves considered here.

Assuming adiabatic oscillations and a free surface, it can be shown (see, e.g., Aerts et al. 2010) that $c_{t}$ is given by
$c_{t, \text { ref }}=\frac{g k}{\omega^{2}}$,
where $g$ is the surface gravity and $\phi_{h}=0$. Given that $c_{t}$ decreases strongly with frequency, the plots of other estimates of $c_{t}$ will be divided by this reference value to make any deviations more visible. In this simple case the two motions are $90^{\circ}$ out of phase. For surface gravity waves (f-modes), where $c_{t}$ is close to unity, the two components are of equal magnitude resulting in a circular motion. For p-modes the motion is elliptical and becomes almost purely vertical at high frequencies.

Another way to estimate $c_{t}$ is to evaluate it numerically from adiabatic eigenfunctions calculated from a standard solar model. In the following, such estimates are denoted as $c_{t, \mathrm{ad}}$.

Observing from an angle $\alpha$ away from the surface normal and from a direction $\Delta \theta$ away from the direction of propagation, the observed velocity is

$$
\begin{align*}
V & =V_{r} \cos \alpha+V_{h} \sin \alpha \cos \Delta \theta \\
& =\cos \left(k x-\omega t+\phi_{0}\right) \cos \alpha \\
& -c_{t} \sin \left(k x-\omega t+\phi_{0}-\phi_{h}\right) \sin \alpha \cos \Delta \theta \tag{4}
\end{align*}
$$

This can, instead, be written as a sine wave with a different amplitude and phase:

$$
\begin{aligned}
V & =A \cos \left(k x-\omega t+\phi_{0}+\phi^{\prime}\right) \\
& =A \cos \left(k x-\omega t+\phi_{0}\right) \cos \phi^{\prime}-A \sin \left(k x-\omega t+\phi_{0}\right) \sin \phi^{\prime}
\end{aligned}
$$

Here $A$ is the amplitude and $\phi^{\prime}$ is the phase shift relative to $V_{r}$, with

$$
\begin{align*}
\tan \phi^{\prime} & =\frac{c_{t} \cos \phi_{h} \cos \Delta \theta \sin \alpha}{\cos \alpha+c_{t} \sin \phi_{h} \cos \Delta \theta \sin \alpha}  \tag{6}\\
& =\frac{c_{t} \cos \Delta \theta \tan \alpha \cos \phi_{h}}{1+c_{t} \cos \Delta \theta \tan \alpha \sin \phi_{h}} \tag{7}
\end{align*}
$$

If the phase is as expected ( $\phi_{h}=0$ ), then
$\tan \phi^{\prime}=c_{t} \cos \Delta \theta \tan \alpha$.
As expected from geometric considerations, observations from a vertical direction ( $\alpha=0^{\circ}$ ) should not show a phase difference with $\Delta \theta$; for surface gravity waves, where $c_{t}=1$, the phase should equal the viewing angle when observing in the direction of propagation $(\Delta \theta=0)$. For small $c_{t} \tan \alpha$, the phase is proportional to $\cos \Delta \theta$, which as discussed in Sect. 4.2 becomes important.

The amplitude $A$ is also affected. Unfortunately the observed amplitudes must be corrected for the velocity sensitivity of the two instruments, and in particular for their respective point spread functions. As these values are not known to the required precision, no attempt is made to use the amplitude here.

## 3. Observations and generation of observables

For the analysis described here we used an eight-hour dataset taken by SO/PHI on March 23, 2021. At this time SO was separated from SDO by about $108^{\circ}$ at a distance from the Sun of roughly 0.70 au. These data were taken using the Full Disk Telescope (FDT) of SO/PHI with a cadence of roughly one dataset per 60 s , with each dataset containing a continuum image and five images taken across the $\mathrm{Fe}_{\mathrm{I}} 6173 \AA$ A line at nominal positions of $-140 \mathrm{~m} \AA,-70 \mathrm{~m} \AA, 0 \mathrm{~m} \AA, 70 \mathrm{~m} \AA$, and $140 \mathrm{~m} \AA$ relative to the center of the line. All data were taken in a single linear (to the achievable accuracy) polarization state, which allows a high cadence and minimizes the telemetry. The images have a solar diameter of $\approx 770$ pixels. At the beginning of the observing period a number of images were also taken at offset tuning positions, but they were not used in the present analysis. For HMI standard 45 s Dopplergrams from the JSOC dataseries hmi.V_45s were used.

For the SO/PHI observations used here, the individual images were downlinked, which made it possible to optimize the algorithm used for calculating the Doppler velocity. Specifically we chose to adapt the algorithm used by HMI, thereby making the data easy to combine. This algorithm is based on the algorithm used for the Michelson Doppler Imager (MDI) and has thus become known as the MDI-like algorithm (see, e.g., Couvidat et al. 2012). In this algorithm two sums
$C=\sum_{i=-2}^{2} I_{i} \cos (2 \pi i / 5)$
and
$S=\sum_{i=-2}^{2} I_{i} \sin (2 \pi i / 5)$
are used to calculate a phase
$\phi_{\mathrm{dop}}=\operatorname{atan} 2(S, C)$,
where the $I_{i}$ represent the observed (dark corrected and flatfielded) signals in the five images across the line, indexed with $i=0$ corresponding to the $0 \mathrm{~m} \AA$ position, and a two-valued arc$\tan (\operatorname{atan} 2)$ has been used. From these the Doppler velocity can be estimated as
$V=F\left(\phi_{\mathrm{dop}}\right)$,
where $F$ is a lookup function. To estimate $F$, a radiative transfer calculation was performed on a snapshot of a MURaM simulation of the near surface layers of the Sun. Specifically the StokesI profile from the G2 nonmagnetic case for the $6173 \AA$ line at $0^{\circ}$ viewing angle shown in Fig. 1 of Schou (2018) was used. These line profiles were simply averaged horizontally as the granulation is unresolved. This resulting line is then Doppler shifted, convolved with a Gaussian with a full width at half maximum (FWHM) of $0.0955 \AA$ to represent the filter profiles of the FDT, sampled at the tuning positions and passed through Eqs. 9,10 and 11, from which $F$ is determined by interpolating the input Doppler shift as a function of calculated phase.

It should be noted that Eq. 11 is insensitive to a wavelengthindependent flat field. Multiplying all the data points with a constant changes both $S$ and $C$ by the same factor, leaving $\phi_{\text {dop }}$ unchanged. As the sum of the coefficients in Eqs. 9 and 10 are both zero, it also follows that the derived velocity is independent of a wavelength-independent dark level.


Fig. 1. Effective observing height for the two instruments. Top: Height as a function of viewing angle at $V=0 \mathrm{~m} / \mathrm{s}$. Bottom: Height as a function of an added velocity at $0^{\circ}$ viewing angle. The heights are calculated as described in the main text and are relative to the continuum $\tau=1$. For consistency, both plots have the same height range.

By adding a vertical velocity varying linearly with height to the simulation, it is possible to estimate the effective height of observation of the Doppler shifts as a function of viewing angle and Doppler velocity. Figure 1 shows these results, and those obtained for HMI using six tuning positions and the corresponding transmission profiles. The difference in the observing height between SO/PHI and HMI is only a few kilometers, which (as discussed in Sect. 4.2) turns out to be important. That the difference is so small is not very surprising. While the SO/PHI filters are somewhat wider than the HMI filters, the same line is used and the separation in wavelength is almost identical.

Once the Doppler velocity has been calculated at each pixel, the resulting Dopplergram is corrected for an estimate of the spatially dependent center wavelength caused by nonuniformities in the etalon used for the wavelength tuning. These corrected Dopplergrams are then undistorted based on an optical model of the instrument. It should be noted that an error in this correction (or the effect of solar oblateness) is of little consequence for the present analysis. In the resulting tracked data (see Sect. (4) it appears, to lowest order, as a pattern moving across the images at a rate given by the tracking velocity $v$, which in the resulting power spectrum results in power at a frequency of $v k$, which is far below the frequencies of interest here, considering the range of wavenumbers used in the analysis.

To make use of the Dopplergrams it is also necessary to have the relevant metadata describing the image geometry and orbital parameters. In most cases these were taken directly from the keywords provided in the input data, but in a few cases they had to be recalculated, partly because of the preliminary nature of some of the current keywords. As the Dopplergrams are undistorted, the geometry keywords are no longer valid. To remedy this, a limb finding algorithm was run on an undistorted version of the con-
tinuum tuned filtergram and the relevant keywords were updated. The observing time for each dataset is given, in the input data, as the average of the time of the six filtergrams. For the purpose of measuring the Doppler shift, the continuum image does not contribute, and so the observing time is replaced by the average time of the five filtergrams taken across the line. Finally, the Carrington elements for the regular keywords were calculated without taking into account the Sun-SO light travel time. This results in an error in the Carrington longitude, and is thus corrected.

## 4. Methods

### 4.1. Combination of $\mathrm{SO} / \mathrm{PHI}$ and HMI data

To combine the SO/PHI and HMI data, both were tracked to the same grid in Carrington longitude and latitude. In order to limit the data size, the HMI Dopplergrams (which have a solar diameter of about 3820 pixels versus about 770 pixels for SO/PHI) were first convolved with a Gaussian with FWHM of 4.0 input pixels and subsampled by a factor of two. To remain consistent with the standard HMI ring diagram analysis, this is done using mtrack (Bogart et al. 2011a) with a Postel mapping, producing $192 \times 192$ pixel tiles covering $15.36^{\circ} \times 15.36^{\circ}$ with a resolution of $0.08^{\circ}$ in each direction (in the following referred to as remapped pixels), as done in the standard HMI data analysis (Bogart et al. 2011b). The standard version of mtrack assumes 1.00 au when correcting for the finite distance, but the version here properly uses the SO distance of 0.70 au . To limit the effects of the solar rotation the data are tracked at the photospheric Doppler rate of Snodgrass (1984) at the center of each tile. The tile centers are located at the set of longitudes and latitudes at which the viewing angles are the same from the two instruments at the center of the observing interval. Doing so ensures that any phase changes of the waves with height, such as those proposed to explain the center-to-limb systematics in helioseismology (Baldner \& Schou 2012), cancel out. One tile is located at the midpoint of the two sub-spacecraft points and the rest are spaced by $5^{\circ}$ away from this (resulting in a significant overlap between adjacent tiles). The tracking locations, as well as the location of the spacecraft in heliographic coordinates, are shown in Fig. 2

At each location the SO/PHI tiles are linearly interpolated to the HMI times (and excluding a single bad image), that is from a somewhat uneven 60 s cadence to a uniform 45 s cadence. The times used for the interpolation are those at which the light would have crossed 1 au . In the case of HMI these times are given by the keyword T_REC, which by construction is uniformly spaced in solar time. For SO/PHI the time is calculated from the observing time and the distance to the Sun. To avoid the times when the SO/PHI tuning was offset from the spectral line (see Sect. 31) and to have a number of times with low prime factors, only HMI T_REC times from 2021.03.23_04:39:45_TAI through 2021.03.23_12:09:00_TAI, for a total of 600 HMI images or 7.5 hours, are used. The temporal means for each remapped pixel and the spatial means at each time are then subtracted and the datacubes are apodized using the standard ring-diagram apodization (Bogart et al. 2011a).

In order to estimate the phase shifts, a Fourier transform is applied to the datacubes in time and space and the crossspectra are calculated. The resulting cubes are then, at each frequency, interpolated from $\left(k_{x}, k_{y}\right)$ to $(k, \theta)$, where $k_{x}=k \cos \theta$ is the wavenumber in the $x$ (longitude) direction, $k_{y}=k \sin \theta$ the wavenumber in $y$ (latitude) direction, $k=\left(k_{x}^{2}+k_{y}^{2}\right)^{1 / 2}$ is the total wavenumber, and $\theta$ the azimuth. The grid in $k$ over-


Fig. 2. Observing geometry. The location of the SO/PHI and HMI sub-spacecraft points at the midpoint of the observations are shown by squares. The closed curves indicate the viewing angles for the two instruments (see legend, top right corner) relative to the local surface normal. Diamonds indicate the locations used for the analysis. The green diamond indicates the midpoint between the two instruments. The black diamonds are spaced by $5^{\circ}$.
samples the original grid by a factor of 2.0 . The grid in $\theta$ is chosen to also achieve a factor of 2.0 at the maximum $k$ used. These spectra are then interpolated to the mode frequencies for radial orders $n=0$ through 6 , rebinned to 16 bins in $\phi$, and the phase is calculated. To obtain the frequencies, the ring diagram fits from the Stanford JSOC dataseries hmi.rdvfitsf_fd15 (Bogart et al. 2011b) were used. Specifically all valid fitted frequencies for Carrington rotation 2242 (which straddles the observing time for the present dataset) with a latitude of $0^{\circ}$ and longitude of $\pm 52.5^{\circ}$ (to most closely match the center location used here) were averaged in time, at each $n$ and spherical harmonic degree $l=k R_{\odot}$, with $R_{\odot}$ being the solar radius. Finally these averaged frequencies were interpolated from $l$ to the $k$ values used here.

### 4.2. Fitted model

To fit the observed data, the directions from the center of each tile to the two spacecraft have to be calculated: the angles to normal, $\alpha_{\mathrm{PHI}}$ and $\alpha_{\mathrm{HMI}}$, and the azimuths, $\theta_{\mathrm{PHI}}$ and $\theta_{\mathrm{HMI}}$. From these quantities the azimuths needed for Eq. 6 can be calculated as $\Delta \theta_{\mathrm{PHI}}=\theta-\theta_{\mathrm{PHI}}$ and $\Delta \theta_{\mathrm{HMI}}=\theta-\theta_{\mathrm{HMI}}$, and in turn the expected phase difference can be obtained from Eq. 6as
$\Delta \phi^{\prime}=\phi_{\mathrm{PHI}}^{\prime}-\phi_{\mathrm{HMI}}^{\prime}$,
which can then be fitted to the data to estimate $c_{t}$.
Examples of the predicted phase differences are shown in Fig. 3. Except when $\phi_{h}$ is nonzero and the viewing angles are not close to $180^{\circ}$ apart, the behavior is close to sinusoidal.

Unfortunately, it turns out that there are uncertainties in the image geometry, relative timing of the instruments, and the exact sensitivity with height in the atmosphere. Locally an image geometry error, whether caused by errors in the geometry metadata, a height error or residual distortion will, to lowest order, result in a small spatial shift, $(\Delta x, \Delta y)$, which in turn will cause an apparent phase shift of
$\phi_{\text {geom }}^{\prime}=k_{x} \Delta x+k_{y} \Delta y=k \Delta x \cos \theta+k \Delta y \sin \theta$.


Fig. 3. Examples of predicted phase differences between HMI and $\mathrm{SO} / \mathrm{PHI}$ for an f -mode ( $c_{t}=1.0$ ) and $\alpha=54^{\circ}$. The zero point of $\theta$ is chosen as the direction between the instruments. Black curves show results for $\phi_{h}=0$, red for $\phi_{h}=45^{\circ}$. Solid curves are for SO/PHI and HMI observing from opposite azimuths, corresponding to the green diamond in Fig. 22 Dashed curves are for a case with $140^{\circ}$ difference between the viewing azimuths, corresponding roughly to the points $30^{\circ}$ (six points) away from the green diamond in Fig. 2 The dotted black curve is a cosine, for reference. The vertical dotted line shows the midpoint between the viewing directions, where the phase difference is zero. The azimuth is shown over more than $360^{\circ}$ for clarity.

Given the close to sinusoidal form of the expected phase difference, this and the geometric effect will be close to degenerate. Specifically, the geometric shift in the direction between the instruments will be close to degenerate ( $\cos \theta$ in Fig. 3), while the transverse term ( $\sin \theta$ in Fig. 3) will be close to orthogonal.

Similarly, a time offset $\Delta t$ between the two instruments will result in an apparent phase change of $\Delta \phi_{\text {time }}^{\prime}=\omega \Delta t$, independent of $k_{x}$ and $k_{y}$. For the simple case given by Eq. 8 the mean (over azimuth) of the expected phase shift is zero, and thus a constant offset will not affect the estimated $c_{t}$. In the general case given by Eq. 6 the mean is not zero. However, even in that case the mean phase difference between the two instruments is zero if $\alpha_{\mathrm{PHI}}=\alpha_{\mathrm{HMI}}$, as considered here.

To accommodate these sources of errors, while keeping the fit stable, the following equation is used:
$\Delta \phi^{\prime}=\phi_{\mathrm{PHI}}^{\prime}-\phi_{\mathrm{HMI}}^{\prime}+\Delta \phi_{\text {time }}^{\prime}+k \Delta x_{\text {perp }} \cos \left(\theta-\theta_{\text {mid }}\right)$.
Here $\theta_{\text {mid }}=\left(\theta_{\mathrm{PHI}}+\theta_{\mathrm{HMI}}\right) / 2$ is the midpoint between the azimuths to the instruments and $\Delta x_{\text {perp }}$ is the offset in the perpendicular direction. At each $(k, n)$ the phases from the averaged and interpolated cross-spectra are then fitted to obtain estimates of $c_{t}$ (in the following denoted $\left.c_{t, \text { fit }}\right), \Delta \phi_{\text {time }}^{\prime}$, and $\Delta x_{\text {perp }}$.

## 5. Results

Figure 4 shows the results for the target halfway between the sub-spacecraft points (green diamond in Fig. 2) assuming $\phi_{h}=$ 0 . For this analysis, offsets in time ( 2.3 s ), $x$ ( 0.4 remapped pixels in the tracked tiles), and $y$ ( -0.1 remapped pixels) were selected to make the results roughly agree with the expected values. Indeed, $c_{t, \text { fit }}$ for the reference case (black lines) agrees fairly well with $c_{t, \text { ad }}$, and the perpendicular shift and the time shift are both close to zero.

As discussed in the previous section, errors in the timing or geometry can be difficult to distinguish from the physical effect,


Fig. 4. Fitted parameters for the target halfway between the subspacecraft points (green diamond in Fig. 2) assuming $\phi_{h}=0$. Results for each radial order $n$ are connected by lines (see legend in top panel). In the middle panel the fitted $c_{t}$ values are divided by $c_{t, \text { ref }}$ for ease of display. Black lines indicate the results with the nominal time shift and image offsets. Red lines show the fits resulting from an arbitrary additional shift of 2 s between the instruments. Green and blue lines show the results obtained by shifting the $\mathrm{SO} / \mathrm{PHI}$ data relative to the HMI data by an additional 1.0 remapped pixel in the fitted cubes $\left(0.08^{\circ}\right)$. The green lines use a shift in the direction of the maximum phase difference, the blue in the orthogonal direction. In the middle panel the magenta lines show the results for a shift in the opposite direction (i.e., by -1.0 pixels vs +1.0 pixels for the green lines). The black lines are plotted last, and hence the other colors are often invisible. To avoid poor fits, only modes with $l \geq 200, k \leq 0.9$ times the Nyquist frequency for $\mathrm{SO} / \mathrm{PHI}$ ( $l \approx 620$ ) and $1.5 \mathrm{mHz} \leq v \leq 5.0 \mathrm{mHz}$ are shown. The smooth red curves show $c_{t, \text { ad }}$.
as illustrated by the colored lines in Fig. (4) As expected, an artificial time shift only changes $\Delta \phi_{\text {time }}^{\prime}$ (top panel) significantly. The change is also very close to the expected $\Delta \phi_{\text {time }}^{\prime}=\omega \Delta t$.

An image offset in the direction of the expected maximum will change $c_{t, \text { fit }}$ (middle panel of Fig. 4) by an amount that depends on frequency and order. To judge the agreement with theory, the values of $c_{t, \text { ad }}$ are also shown, as estimated from eigenfunctions of Model S of Christensen-Dalsgaard et al. (1996). To match the observations, $c_{t, \text { ad }}$ was evaluated at a height of 190 km above $\tau=1$, corresponding roughly to the effective height of the observations. It should be noted that the $c_{t, \text { ad }}$ values agree well with those expected from an isothermal atmosphere, in particular with Eq. (11) of Schmidt et al. (1999), for suitably chosen atmospheric parameters. Attempting to fit for the shift together with $c_{t, \text { fit }}$ does not work. The fits become unstable and the errors increase dramatically.

A shift in the orthogonal direction only changes the fitted offset $\Delta x_{\text {perp }}$ in that direction (bottom panel of Fig. (4). The imposed shift of one remapped pixels changes the fitted offset by almost exactly one remapped pixel, as expected. The fact that the inferred shifts appear to be independent of $n$ and frequency (and thereby of the degree and wavenumber) is consistent with a simple shift. Some optical aberrations such as coma could have resulted in a $k$-dependent shift.

The fact that the parameters change in an almost perfectly independent manner means that we are able to concentrate on the $c_{t}$ determination without having to worry about the other parameters. It also means that one only needs to scan in one parameter to see how $c_{t, \text { fit }}$ varies, and that a simple interpolation can be used to determine the results for arbitrary shifts. In particular, a criterion for estimating the unknown shift can be selected and the results interpolated to that. One possibility is to require that $c_{t, \text { fit }} / c_{t, \text { ad }}=1.0$ averaged over some frequencies. Results obtained by averaging over the modes with $2.5 \mathrm{mHz} \leq v \leq 3.5 \mathrm{mHz}$ are shown in Fig. 5 for selected viewing angles. Clearly there is not much variation with viewing angle within the range shown, and the variation with frequency agrees quite well with that of $c_{t, \mathrm{ad}}$ over most of the frequency range. At very low and high frequencies there are some deviations, but they are likely due to the poor signal-to-noise ratio. We note that since the image shifts were chosen to make the average correct around 3 mHz , the agreement there is not significant.

To further illustrate this, Fig. 6 shows the results for all the locations with a viewing angle of less than $70^{\circ}( \pm 10$ points in Fig. 21). While there is significant scatter, there are no obvious trends. However, it is important to keep in mind that the averages were forced to agree for $2.5 \mathrm{mHz} \leq v \leq 3.5 \mathrm{mHz}$ and that the set of fitted modes is latitude dependent. Nonetheless, the near uniform frequency dependence is striking.

Potentially $\phi_{h}$ could be nonzero due to, for example, nonadiabatic effects. To that end, fits were made using the full expression in Eq. 6 As illustrated in Fig. 3 the main effect of $\phi_{h}$ on the cross-spectrum phase is a skewness that only appears when $c_{t}$ is large and the azimuths are far from $180^{\circ}$. It would thus be expected that the best signal is in low $n$ modes when the azimuth difference is substantial. Results from fits of such modes are shown in Fig. 7, and an example of the improvement in the fit in Fig. 8 . While the change in the fitted phase of the crossspectrum is quite small (consistent with the minimal change in the fits), the scatter in the measured $\phi_{h}$ is small enough to see that $\phi_{h}$ is small in an absolute sense (small compared to a radian). On the other hand the scatter is almost certainly too large to conclude that the small negative bias is significant.

## 6. Discussion

Unfortunately, it was not possible to obtain the exact form of the deviation, as geometric problems got in the way. Having said that, the measured $c_{t}$ values agree quite well with those expected for adiabatic oscillations in a standard solar model when appropriate image shifts are chosen. Nonetheless, it is worth considering whether various observational or data analysis issues could affect the results significantly.

The short duration of the observations means that it is not possible to resolve the modes in the spectra. Rather, fitted values from a standard fit near the same time and positions were used. To see why this is unlikely to present a problem we note that $c_{t}$ is the result of how a wave behaves near the surface and is not related to the existence of a resonance. As expected, the results obtained by shifting the frequencies by half of a resolution element only deviate slightly from the reference results.

Another potential issue is that the difference in how the instruments sample the atmosphere, combined with the wave properties varying with height could change the results. To investigate this, new Dopplergrams were calculated with different weights from those in Eqs. 9 and 10, selected to better match the height at zero velocity. This did not cause a substantial change.

Using locations with different viewing angles for SO/PHI and HMI does change the results somewhat. This is likely due to having different observing heights for the two instruments combined with a variation of the wave properties with height. However, changing the viewing angles also means that data closer to the limb is used. Especially for SO/PHI, which has a lower resolution on the Sun, this causes the foreshortening to be even more severe. For these reasons we did not use these results here, but it may be worthwhile to revisit this issue when data with other viewing angles become available in the future.

Another concern is that the rather large tiles $\left(15^{\circ} \times 15^{\circ}\right)$ might result in problems as the viewing geometry changes across them. Similarly an error on the optical distortion, which locally results in a shift, with large enough tiles would result in a smearing for the SO/PHI and HMI datasets relative to each other. One more concern is that the foreshortening would result in a variation in sensitivity across the tiles. To check for these effects the tiles were apodized to a $7.5^{\circ}$ diameter instead of the standard $15^{\circ}$ diameter. As expected, the main effect of this is a large increase in the noise. Beyond this there are no substantial changes.

While the inferred $c_{t}$ is almost perfectly orthogonal to the inferred offsets in the transverse direction and in time, it is nonetheless interesting to consider the origin of those shifts. A large contribution to the transverse shift is undoubtedly geometrical errors. In particular residual distortion. The same also applies to the shift in the between-spacecraft direction, but here we do not know the amount as it is degenerate with $c_{t}$, as discussed earlier.

The time offset is more complicated. We recall that the time used to label the SO/PHI observations is the midpoint of the observation across the line. This is not necessarily the effective time of observation as the line is not symmetrically placed relative to the center tuning position. Furthermore, when the line is Doppler shifted (mainly due to the solar rotation) the sensitivity as a function of wavelength changes, resulting in an effective time of observation that is spatially variable. A simple model of this effect indicates that it is comparable to the observed shifts. For HMI this is not an issue (to lowest order) as all the data used to make a Dopplergram are first interpolated in time to the target time. It is also possible that there is an error in the internal timing that is not accounted for in one of the spacecraft or instruments.

On the theoretical side, issues to consider include nonadiabatic effects such as radiative damping or wave-convection interactions. When considering these effects it is important to keep in mind that the phase difference between the horizontal and vertical components is very close to the expected $90^{\circ}$.

## 7. Conclusion

While the results obtained are intriguing, it is clear that more work is needed. First of all more data would improve the situation substantially. Not only was the length of the time series used here ( 7.5 h ) very short by helioseismology standards, the data also only covered a limited range of viewing angles with a substantial foreshortening. To this end, further observations are planned for early 2023 with a longer duration and smaller viewing angle.

Further theoretical studies are probably also warranted. A straightforward approach might be to study the oscillations in a simulation by performing a radiative transfer calculation to simulate the observations by SO/PHI and HMI. Based on the results of this, a better theoretical understanding can hopefully be obtained, which in turn may also lead to an improved understanding of the center-to-limb systematics in helioseismology.

Nonetheless, with the results agreeing substantially better with $c_{t, \text { ad }}$ than with $c_{t, \mathrm{ref}}$, analyses assuming that $c_{t, \mathrm{ref}}$ is a good approximation should probably be updated to instead use the values from an eigenfunction calculation.
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Fig. 5. Ratios $c_{t, \text { fit }} / c_{t, \text { ref }}$ for selected locations. The top panel corresponds to the green diamond in Fig. 2 the middle panel to the black diamond $20^{\circ}$ above, and the bottom panel to $40^{\circ}$ above. To constrain the unknown shift, the choice where the mean ratio is 1.0 for $2.5 \mathrm{mHz} \leq$ $v \leq 3.5 \mathrm{mHz}$ was used. In each panel the azimuth difference between $\mathrm{SO} / \mathrm{PHI}$ and HMI is given, together with the viewing angle, which is common between the instruments. As in Fig. 4 the smooth red curves show $c_{t, \text { ad }}$ for a height of 190 km , corresponding to the top case. The $c_{t, \text { ad }}$ values for the heights corresponding to the two other cases are indistinguishable at the scale of the plots.


Fig. 6. Same as Fig. 5 but plotted for all latitudes with a viewing angle of less than $70^{\circ}$. Overplotted in color are (relative to the center position) $+40^{\circ}$ (red), $+20^{\circ}$ (green), $0^{\circ}$ (blue, corresponding to the green diamond), $-20^{\circ}$ (cyan), and $-40^{\circ}$ (magenta). The plot is zoomed in relative to Fig. 5


Fig. 7. Phase difference $\phi_{h}$ between $20^{\circ}$ and $50^{\circ}$ from the center position. The line styles are the same as in Fig. 4


Fig. 8. Phase for the f-mode and fits. Dotted lines show the modes with frequencies between roughly 2.033 mHz and 2.300 mHz . The red line and diamonds show the average. The green line shows the average of the fits over the frequency range, assuming $\phi_{h}=0$. The blue line shows the fits with $\phi_{h}$ as a free parameter.
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